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Abstract

Semantic errors are commonly found in semantic dementiag@D3ome forms of
stroke aphasia and provide insights into semantic procemsthgpeech production. Low
error rates are found in standard picture naming tasks mah@ontrols. In order to
increase error rates and thus provide an experimental miaghasic performance, this
study utilised a novel method- tempo picture naming. Expaart 1 showed that, compared
to standard deadline naming tasks, participants made more en the tempo picture
naming tasks. Further, RTs were longer and more erroespreduced to living items than
non-living items a pattern seen in both semantic dememtia@mantically-impaired stroke
aphasic patients. Experiment 2 showed that providing ttialiphoneme as a cue
enhanced performance whereas providing an incorrect phonemiagrthes feduced
performance. These results support the contention that tpe f@oture naming paradigm
reduces the time allowed for controlled semantic procegsinging increased error rates.
This experimental procedure would, therefore, appear toaimaiperformance of aphasic
patients with multi-modal semantic impairment that rssiubm poor semantic control
rather than the degradation of semantic representationsvedse semantic dementia
(Jefferies & Lambon Ralph, 2006). Further implicationsti@ories of semantic cognition

and models of speech processing are discussed.
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Semantic memory is our store of meanings and factual knowldtigbows the
comprehension of our environment and underpins our ability to commeeitattively
both verbally and nonverbally (Rogers, Lambon Ralph, Garravziedd, McClelland,
Hodges & Patterson, 2004). Impairments to semantic cognitionecdavastating and can
result from neurodegenerative disease such as semantic deoreaqphasia due to cerebral
vascular accident (CVA or stroke: Jefferies & LamborpRaR006).

Semantic dementia (SD) is a neurodegenerative condition whegnees of
concepts slowly degrade whilst other cognitive and language fusctomin relatively
intact (Hodges, Patterson, Oxbury & Funnell, 1992; Snowden, GguliNeary, 1989).
Semantic dementia is caused by progressive bilatecglatof the anterior and inferior
temporal cortex (Lambon Ralph, McClelland, PattersofioB8& Hodges, 2001;
Mummery, Patterson, Price, Ashburner, Frackowiak & Hodges, 2080jist there is a
progressive degradation of semantic representations, thisediscnot random and follows
the same general pattern. For example, patients demensettdr knowledge for general
properties of objects than specific features in bothpte@meand expressive tasks (Hodges,
Graham & Patterson, 1995; Warrington, 1975). This resuttseiproduction of category
superordinates (e.g., “animal” for horse, elephanttmle). Furthermore patients
frequently use more typical or familiar labels withiseamantic category in place of less
familiar/typical exemplars on naming tasks (e.g., "6at'leopard, deer or goat; Hodges et
al., 1995; Rogers et al., 2004). Alongside omissions, thesertaotypes (semantic
category superordinates and coordinates) dominate the naerfognpance of semantic
dementia patients and can be explained in terms of the gidetesiloration of underlying
semantic representations (Lambon Ralph, Graham, Ell®d&ges, 1998; Lambon Ralph et

al., 2001; Rogers et al., 2004).
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A further feature of SD naming performance is differerdrabr patterns to living
(e.g., animals, plants) versus non-living (man-made atfatimuli. In a study consisting
of 15 patients, Rogers et al. (2004) compared the proportianoo$ ¢hat were omissions,
superordinate or semantic coordinates of the items taimed. For the living stimuli
(birds, water creatures and land animals), there were samnantic coordinate and
superordinate errors in relation to omissions. The non-likergs (household objects,
vehicles and musical instruments) showed the reverse paitbrmcreased omissions
compared to the other error types. Using an implement&drR@lel of conceptual
knowledge, Rogers et al. were able to show that this differenerror type is due to the
organisation of semantic memory: living things tend tonoee tightly clustered in
semantic space compared to non-living items. When tleesargic representations
degrade in SD, the tightly packed representations arelikelhgeto be confused with each
other, leading to the production of coordinate or superordieatargtic errors. In contrast,
although the representations for non-living items also break dbtwein relative isolation
within semantic space means that there is less oppgrfanitonfusion with other
concepts and so omission errors are the most likely outcdimes.same difference in error
patterns is seen in other patient groups, e.g., herpetegiencephalitis (e.g., Barbarotto,
Capitani & Laiacona, 1996; Borgo & Shallice, 2001; Warrington &llgiea 1984)
indicating that this is a general property of the sernaystem.

Impaired semantic cognition due to stroke results from lssiothe
temporoparietal and/or prefrontal regions and is often agsdcwith Wernicke’s,
transcortical sensory and global aphasic subtypeshiBer2001; Chertkow, Bub, Deaudon
& Whitehead, 1997; Jefferies & Lambon Ralph, 2006). Whilstket aphasics with
semantic impairment (herein termed semantic aphgsicdlice category superordinates

and coordinates they also produce additional errors includingréenassociative errors
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(e.g., ‘bone’ for the target dog) which are absent in SD pat(@efferies & Lambon Ralph,
2006).

Although semantic dementia and stroke aphasia can both séf@eintic cognition,
until recently little research has been carried outdhractly compares the deficits
associated with the two aetiologies. Jefferies amdldan Ralph (2006) directly compared
the two groups across a variety of semantic tasks inclymdatigre naming. In order to
compare SD to the closest possible stroke aphasia modepdtients were selected on the
basis of showing multi-modal semantic impairments in theéesiof aphasia. Half had a
transcortical sensory aphasia classification (TSA+ able to repeat but not understand).
The others had a classification indicating primarily gaetic impairments. This selection
criterion meant that, in practice, none conformed to cldssieanicke’s aphasia (we refer
to their aphasia group as semantic aphasia for short throutpjireopaper). Both groups, SD
and stroke aphasia, produced the same proportion of correshsesp.41) and omissions
(.37 and .32, SD patients and stroke aphasics respectivdig)SD patients produced more
semantic errors overall (.45 compared to .33) with a higlogrgotion of these as category
coordinates and superordinates (.99 compared to .73 of thedwotantic errors) and very
few associate errors (.01) compared to the stroke aphasic(@2@\up

In addition to the error analyses, the two groups were cadpmn several further
measures. Although the stroke aphasic and SD patients tldedme semantic tests and
obtained relatively equivalent scores, there were dealitative differences between them
(see Table 2, Jefferies & Lambon Ralph, 2006). The SD patowed high correlations
between scores on different semantic tasks and strangdasistency across different
tests. This group were also highly sensitive to itamiliarity/frequency. The stroke
aphasic patients showed a different pattern. They weemnsitive to the effects of

familiarity/frequency. They only showed significant iteonsistency/correlations across
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tasks requiring the same type of semantic judgement Yeogd vs. picture semantic
association tests.) Unlike SD patients, the semantiasalpatients’ scores across different
types of semantic task (e.g., semantic associatiguictsre naming) did not correlate.

A deregulation of semantic cognition (i.e., less preciseutixeccontrol of semantic
processing) rather than a degradation of core amodal serkaotitedge (as observed in
SD) would seem to explain the behavioural profile of tees#ic aphasic patients. Their
deficit is multimodal (i.e., affects all verbal and nonvenaldalities of input and output)
because all tasks, irrespective of which sensory/verbdhhties are involved, require at
least some degree of semantic control. They demonstnaitardievels of semantic
performance across different versions of the same sentaski¢picture version of the
Camel and Cactus test versus all word version of the baslause the semantic control
requirements are held constant. However, this consistipg away when comparing
across different semantic tasks because the semantrolcrequirements change; although
the aphasic patients may be able to regulate the activattinformation appropriate for
one task (e.g., naming), they may be unable to reshape ¢hnenation required for another
test/situation (e.g., word-picture matching) even thoughahesoncept is being tapped
(Jefferies & Lambon Ralph, 2006)

The implications of “dimmed” or degraded (SD) vs. “deregulatedimantic
aphasia) semantic cognition were explored further using phorareing and miscuing in
picture naming (Jefferies, Patterson, Hopper, CorbekeB& Lambon Ralph, submitted).
As expected, SD patients exhibited minimal effectsuefrtg and miscuing. In contrast, the
aphasic patients (the patients tested in this studg thersame as those reported in

Jefferies and Lambon Ralph (2006) demonstrated considerétesedf both cueing and

1 A helpful reviewer noted that ‘reshaping’ informatiorukcbbe interpreted as conscious processing, we were
not making claims as whether the ability to reshapértformation is conscious or not. It is possibk th

may be done without conscious awareness, but alstieatpeould consciously try to reject distractors during
a word-to-picture matching task. In essence, this dokalter our contention that semantic control or
controlled semantic processing is impaired in the sémaphasia patients.
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miscuing. Phonemic miscues (e.g., table + /ch/) increthsealctivation of specific,
semantically-related distractor words, making these etibops more likely to be selected
instead of the target word. When provided with such phonensicues, the stroke aphasics
generated more semantic errors that were consistdnthveitmiscue (e.g., table + /cB/
“chair”). Such results suggest that the presence or absénaeing-miscuing effects can
be used to distinguish between these different kinds ofidefitsemantic cognition (see
below).

While considerable knowledge can be gained by studying pateniations, it is
necessary to assess non-brain damaged participantd.asrvaddition to careful
explorations of normal performance, it can be revealingdate experimental models of
patient-like symptoms in normal participants by manipgaexperimental tasks. Using
both methods, one can better ascertain the relationshipdretveemal and pathological
performance. The first aim of this paper was to induce s&maming errors in controls.
If one looks at naming errors from a general aphasic populdnen various different types
are observed (Lambon Ralph, Moriarty & Sage, 2002; Schvwelt, Martin, Gahl &
Sobel, 2006). We concentrated, however, on the semantic erades by the subtype of
patients studied by Jefferies and Lambon Ralph (2006 )-+stsamantic dementia patients
and aphasic patients with multi-modal semantic impairmafet selected, therefore,
experimental paradigms that were most suited toielicgemantic errors predominantly
and excluded other methods that tend to produce phonological andmtleeh errors.
Specifically, we explored the novel application of a pictumsiea of the tempo naming
technique developed by Kello and Plaut (2000). Kello andtRi&roduced a new
technique, known agmpo word naming® to investigate subjective control and speed of

responses During tempo word naming, participants are presenidttdanseries of evenly

2 It should be noted that in their original paper Kello &wRlused the terttempo naming not tempo word
naming as we have adopted here. We adopted tempo word riametegion to their work as to avoid
confusion with the picture-based tasks used in this study.
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spaced beeps (forming a steady rhythm) along with a deogeasual cue. The letter
string to-be-read is presented on the final beep and thestaspronounce the letter string
in time with the beginning of the next beep (which does ctoialy occur). Using this
method, participants’ naming times can be experimentadigipulated by slowing or
quickening the tempo.

In a series of experiments, Kello and Plaut (2000; Keéll®4) compared the tempo
word naming paradigm to a standard word naming paradigm urifgedt conditions.
Across all three experiments, word, nonword and artiowjarrors increased as tempo
increased (with a relative increase in lexicalisatioors). Kello and Plaut (2000)
suggested that tempo word naming is a form of the moneastd deadline naming method,
which is widely used both in word naming and object narsingdies. The obvious
difference between the two paradigms is that in tempangathere is an explicit and
precise cue for when to initiate each response, rataeralsingle beep (or some other
signal), often used in naming-to-deadline paradigms, wacticipants are asked to “beat”.

Kello and Plaut (2003) used a PDP model to simulate faetgfof the tempo word
naming task. As well as an increased error ratdpkaeid Plaut found that response
duration also reduced as the tempo increased. They simalbtiecke effects (reduced
response time and duration with an increased error ratieydigig an increased processing
speed in the network (increasing the unit input gain fun¢f@io & Plaut, 2003)).
Importantly for the present study, these simulationatdd that a forced increase of
processing speed comes at the expense of less controlledgingcresulting in increased
error rates. This follows from the increase in the gaintfando all units: a response
reaches threshold more rapidly (reducing response timesjidethe inputs to the relevant
units are amplified but, in doing so, the model is lessg#an activating the correct

pattern, leading to errors.
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The current study addressed four main questions:

1. Does the tempo procedure induce semantic errors, like thasensaeoke
aphasic and semantic dementia (Jefferies & Lambon R2aqf6), when
applied to picture naming in normal controls?

2. Is the tempo naming technique better than other methaddwfing
errors in normal controls such as the standard naming-tiiidea
paradigm (Vitkovitch & Humphreys, 1991; Vitkovitch, Humphreys &
Lloyd Jones, 1993)?

3. Is the pattern of errors across domains (living/non-livihg)dame as that
found in the patient groups?

4.  If the tempo naming paradigm reduces semantic controlnzueing
performance should become sensitive to the effects of cuethg a
miscuing as observed in semantic aphasia (Jeffereds stubmitted).

Questions 1-3 are addressed in Experiment 1 and the findiaquissaddressed in

Experiment 2.

Experiment 1

Method
Participants
Thirty undergraduate psychology students (18-24 years old) frertdniversity of
Manchester took part. The majority received course crediitst the remainder
volunteered. All were native speakers of English and hadalanntorrected to normal

vision.
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Simuli

The stimuli consisted of 144 pictured objects divided egwatoss living and non-
living categories selected from the standardized setgeduwy Snodgrass and Vanderwart
(1980). The 72 living items were each paired with a non-litgrg matched on frequency,
familiarity, AoA and visual complexity (see Appendix 1) measures were obtained from
Morrison, Chappell and Ellis (1997). The matched pairs werdativinto 6 subgroups and
these were counterbalanced across the 6 experimentalicosdising the latin square
method. Half the subjects named objects using the tempgwdétst and half used the
deadline method first. The 24 pictures in each condition veer@domized in their order of
presentation. Each item was seen one at a time irettieecof the computer screen, at a
size of 142 X 142 pixels. All pictures were presented on a lajgoputer using Superlab

Pro (2000).

Procedure
Tempo naming

Participants sat approximately 18 inches in front of a coenmereen wearing a
headset with headphones and a microphone so they could heamfitelieeps. Before the
experimental items were presented, participants wgresed to a set of 20 practice items.
They were informed that they would hear a series of beeps aafiven tempo and each
beep would be accompanied by a fixation point on the sevihrihe exception of the
fourth beep, when the picture-to-be-named would appear onrtenscThey were asked to
time their response to coincide with the fifth beep Ggeare 1). Each trial was begun by
the examiner pressing a key. Maintaining the tempo/rhy#ther than naming accuracy
was emphasized. The practice trials were continuedegradted, if necessary, until the

examiner judged the participants were naming the itemamiith the tempo (fifth beep).
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The participants were then presented with the main erpatiand again timing their
responses with the tempo was emphasized over accuracy.

Based on pilot study results, using both the tempo picamgng paradigm and the
naming to deadline paradigm, the tempos were set to 7W@sslihe), 600ms (medium)
and 500ms (fast). The order of the tempos was not courgedea in order to encourage
participants to maintain the target tempo/rhythm. Emticipant began at the baseline,
followed by the medium and then the fast tempo. Thedviahts were the same as those in
the practice session and are depicted in Figure 1. A séieeps was presented to
coincide with the relevant tempo, with the picture presénis coinciding with the fourth
beep and response coinciding with the fifth beep. Eadhwiais begun by the examiner
pressing a key and each picture was presented for 300nhg¢ampb conditions. It was
not expected that the subjects would be able to timerdsgionses to coincide with the
fifth beep on every trial; rather, the tempo was useal ragthod of putting the participants
under pressure while responding (as per Kello & Plaut, 2008a.ctl®n times were

registered through the microphone and recorded by Superlab.

Naming to deadline

Participants sat approximately 18 inches in front of a coenmereen wearing a
headset with headphones and a microphone so they could heaadheedeeep. Before
the experimental items were presented, participants egyosed to a set of 10 practice
items. Participants were informed that pictures wouldriesented on the screen in front of
them and shortly after the picture appeared, a beep woldd/folrhey were instructed to
try to ‘beat the beep’ and produce their response before dpedeeurred. Speed of
response was emphasized over accuracy of object namingfabmtar with the

procedure the participants took part in the main experiment.
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The deadline lengths were matched to the tempos and threobttle deadlines
matched the tempo procedure. Each trial was begun bydhngreer pressing a key and
each picture was presented for 300ms in all the deadlinetiomsdi Just as for the tempo
procedure, it was not expected that they participants wimiktble to ‘beat the beep’ on all
trials; rather the deadline was used as a method of pthengarticipants under an external
time pressure while responding. Reaction times wereteegisthrough the microphone

and recorded by Superlab.

Results and discussion
Reaction times

Equipment errors, false starts, incorrect responses alieremoved from the RT
analysis. Data were analysed using a 2 (Task typgdaaming, naming to deadline) X 3
(Speed: baseline, medium, fast) X 2 (Category: living, ivioig) repeated measures
ANOVA with all items considered within subjects. Aflain effects were significant; Task
type (F(1, 29) = 30.73; p <.001) with the deadline task fastealbtean the tempo task
(634.77ms and 683.67ms respectively); Speed (F(2, 58) = 1pk2801) with faster
RTs in the quicker conditions (704.44ms, 657.74ms and 615.48ms bagediam and
fast respectively); Category (F(1, 29) = 16.9% .001) with nonliving items named faster
than living items (651.03ms and 667.42ms respectively). Thasealgo a significant Task
type X Speed interaction (F(2, 58) = 96.p%.001) as depicted in Figure 2. This
interaction indicates that there was more control over winbegin a response in the
tempo naming task, whereas there was little differenceathwe relation to presentation
speed in the naming to deadline task; where participa@tseskto respond as quickly as

possible regardless of the actual deadline. There was &peed X Category interaction
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(F(2, 58) = 3.74p = .03) indicating that RTs for the living category decrddess overall

with increased naming pressure than those for the nonitant.

Subsequent analyses using repeated measures ANOVAsparditg the effects
of the tempo and deadline conditions yielded significanteffim the deadline condition
for Speed (F(2, 58) = 4.3p;=.018) with modest declines of 13.95ms from baseline to
medium and of 10.29ms from medium to fast (overall 24.24ms basdtia and
Category (F(1, 29) = 10.09;= .004) with the nonliving items named faster than living
items (625.99ms versus 643.55ms). In the tempo condition theeeag@in significant
effects of Speed (F(2, 58) = 292.%% .001) with large declines of 79.41ms from baseline
to medium and of 74.23ms from medium to fast (overall 153.64méirmsdéast) and
Category (F(1, 29) = 10.46;= .003) with nonliving items named more quickly thanngyi

items (676.06ms versus 691.29ms).

Error analysis

Error data from 3 participants was not used due to tedtdifGaulties; the
remaining errors made were classified into 3 errordygsefollows: Semantic - a response
that is either a superordinate (e.g., orafigéruit’) or coordinate (a member of the same
semantic category (e.g., fex ‘dog’ or cherry-> ‘banana’ or snait> ‘snake’)). Omission -
no response given. Other error - naming part of the tagggtifand> ‘finger’); a response
bearing a visual relationship to the target (e.g., oraxgeall’); a response having a
relation to the target through functional or associative mg@ags rabbit> ‘carrot’); a real

word or non-word response bearing a phonological and non-semdatiicréo the target.
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Phonological relation means that target and response shared mnee phonemes in the
same structural position (e.g., cofe’phone’) or two or more phonemes in any position
(e.g., fish --> ‘shaft’; Dell, Schwartz, Martin, Segh & Gagnon, 1997); a description (e.g.,
scales> ‘weighing thing’).

The error rates were analysed using a 3 (Error sgraantic, omission, other) X
2 (Task type; tempo, deadline) X 3 (Speed: baseline, medasih X 2 (Category: living,
nonliving) repeated measures ANOVA with all variablested as within subjects. All
main effects were significant: Error type (F(2, 52) = 655 .001) with proportionally
more semantic errors overall (.11) followed by omiss{ddig) then by other errors (.01);
Task type (F(1, 26) = 6.1(@;= .02) with more errors in the tempo task (.07) compared t
the deadline task (.06); Speed (F(2, 52) = 22028;001) with increased error rates at the
faster naming speeds (.05, .06 and .08 baseline, mediumsamdsfectively); Category
(F(1, 26) = 58.64p < .001) with more errors made to living (.09) than to namgjvtems
(.04). There were also four significant 2-way interactigneans for all interactions are
provided in Table 1): Error type X Task type (F(2, 52) ¥04p = .02); Error type X Speed
(F(4, 104) = 8.15p < .001); Error type X Category (F(2, 52) = 55.f55 .001); Speed X
Category (F(2, 52) = 4.9p;,= .011). Finally there was a significant 3-way int&mac
between Error type X Task type X Category (F(2, 52) = 4%9;012) as depicted in

Figure 3.

--------------------- Insert Table 1 and Figure 3 aboutéef-----------------

Overall the participants made more errors to the living tbjiban the nonliving

items following patterns seen in semantic aphasicmtatend in SD. Others have also

reported similar differential naming performanceslaeo control subjects (Coppens &
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Frisinger, 2005). Vitkovitch et al. (1993) reported with tligadline naming paradigm, the
most common error type for both living and nonliving itemeu¢gurally similar and
dissimilar, respectively) was semantic errors bubaihigher overall rate of semantic
errors to living items. They did not report omission exrofhe error data reported here
differentiate further between living and nonliving items stiet semantic errors were the
most prominent for living items, but the majority of the esrfmr nonliving items were
omissions. This matches the error patterns produced by &Dtgawhere errors to living
objects tend to be semantically related (coordinat@ggretdinates) and nonliving items
produce higher omission error rates (Rogers et al., 2004). dtbglg, although few in
number, the normal controls produced associative errors withimtre tempo paradigm
(n = 13) than the standard deadline naming task (n = 19)nektioned previously
associative errors are absent in SD patients but theyradeiced by semantic aphasic
patients (Jefferies & Lambon Ralph, 2006). Therefore, tinpdenaming paradigm
produced significantly more errors and matched the patterrr@mk seen in semantically
impaired patients, particularly semantic aphasic petiglefferies & Lambon Ralph, 2006)
better than the deadline naming paradigm. This probablitsdésam the fact that the
tempo procedure is much more effective in speeding up partisipgaming responses
than the deadline procedure (see Figure 2).

Experiment 1 established that tempo naming is an eféeparadigm for increasing
naming errors in control participants by reducing the tioneontrol and complete speech
production and semantic processing. This bears similarityet semantic control deficit
seen in aphasic patients with multi-modal semantic impnts (Jefferies & Lambon
Ralph, 2006). Poor semantic control also explains why tkexdeneficial effect of cueing
in these patients and a detrimental effect of miscuirfie(les et al., submitted).

Experiment 2, therefore, investigated the effects of providiogrrect or incorrect
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phonemic cue to control participants during the tempo picturengatask. If the tempo
paradigm reduces controlled processing then a correct itugashould help direct or
control selection of the target name, whereas providing@nriect cue should further

hinder performance in the normal participants.

Experiment 2
Participants

Twenty-seven psychology students from the University if Masten¢ook part,
most received course credits and the remainder voluntedtedere native speakers of

English and had normal or corrected to normal vision.

Simuli

The stimuli consisted of 60 pictured objects from the staliwkzdt set provided by
Snodgrass and Vanderwart (1980) and other unpublished souads piEture was seen in
each cue condition (correct, incorrect and neutral). Indh@ct cue condition the initial
phoneme was used, the incorrect cue consisted of the initialrpbarfea semantically
related word (e.g., picture of a tiger presented wWitfor lion) and the neutral cue was a
beep. The items and their cues (correct, incorrect andatjentre divided
pseudorandomly into 3 sets and each set had an equal nunelaehafue type. Any given
item only appeared in each set once. Therefore, eacbrgeined all the items with one
third having the correct cue, one third with the incorreet@nd the final third with the
neutral beep. The order of the sets was counterbalanced e @esticipants and within
each set the presentation order was randomized for eadigaanrti The items were seen at
two tempos slow and fast; half were seen at the slowadirst and half at the fast tempo

first.
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Procedure

Participants sat approximately 18 inches in front of a coenmereen wearing a
headset with headphones and a microphone so they could heangtelieeps and
auditory cues. Before the experimental items were piegdgeparticipants were exposed to
a set of practice 40 items and the three cue types. Téeyimformed that for each target
item, they would hear a series of beeps or speech sounds ()amhthat these would
be set to a given tempo. Further, each beep/phoneme hwalkttompanied by a fixation
point on the screen with the exception of the fourth beep/phonemee, tive picture-to-be-
named would appear on the screen rather than the fixation gdey were asked to time
their response to coincide with the fifth beep/phoneme (spee1§. Each trial was begun
by the examiner pressing a key. As in Experiment 1, aiaing the tempo/rhythm rather
than naming accuracy was emphasized. The practitewrae continued and repeated if
necessary until the examiner judged they were naming the itetime with the tempo
(fifth beep/phoneme). Once the participants were able tothieleresponses with the
tempo they were presented with the main experiment.

Based on naming times obtained in a pilot study under nmwnélontation naming
conditions, the slow tempo for this group of items wass800ms and the fast tempo
600ms. The trial events were the same as those in thepraession and are depicted in

Figure 1.

Results and discussion

Reaction times

% In Figure 1 the ‘beeps’ are shown. In the corredhcorrect cue conditions the beep was replaced by the
corresponding phoneme.
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RT data from 3 of the participants was removed to due equigaikme. Data
were analysed using a 3 (Cue; correct, incorrect, ngdtral(Speed; slow, fast) repeated
measures ANOVA with all factors as within subjedBoth main effects were significant:
Cue (F(2, 44) = 43.14 < .001) with the incorrect cue (867.64ms) producing the longest
RTs followed by the neutral beep (808.35ms) and then the toue¢791.24ms); Speed
(F(1, 22) = 160.89p < .001) with the slow tempo producing slower RTs compared to the
fast tempo (905.48ms versus 739.34ms respectively). Thediberavas not significant

(F(2, 44) = 1.40p = .256).

Error analysis

Data were classified according to the taxonomy listediguely and were analysed
using a 3 (Cue: correct, incorrect, neutral) X 2 (Spees,dhast) X 3 (Error type:
semantic, omission, other) repeated measures ANOMA,allivariables as within
subjects. All main effects were significant: Cue (FH2) = 56.83p < .01) with the highest
error rate occurring in the incorrect cue condition followedhgyneutral and then correct
cue conditions (.18, .07 and .02 incorrect, neutral and cqregbrtions respectively);
Speed (F(1, 26) = 48.3p;< .001) with more errors at the fast (.12) compared to E@r)
tempo; Error type (F(2, 52) = 35.82< .001) with more semantic errors compared to the
other error types (.15, .05, .07 proportion semantic, aonigsd other respectively). All 2-
way interactions were also significant and the meansdch are provided in Table 3; Cue
X Speed (F(2, 52) = 16.50;< .001), Cue X Error type (F(6, 186) = 42.pGs .001) and
Speed X Error type (F(3, 78) = 9.44; p <.001). The Cue X Eypar X Speed interaction
(F(6, 156) = 8.27p < .001) was also significant and indicates that all dyoes decreased
to some degree in the correct cue condition relative to theaheandition. There was,

however, a non-uniform increase in errors in the incorrect aongition (when compared
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to the neutral beep): semantic errors increased at buffo omission errors remained

constant while “other” errors increased only in the fastpo (see Figure 4).

As predicted providing the correct cue improved naming pedgooe both in terms
of reduced RTs but more importantly in reduced error rat@s. mirrors the patterns seen
in stroke aphasic patients (Howard & Orchard-Lisle, 198#erdes & Lambon Ralph,
2006; Jefferies et al., submitted; Lambon Ralph, Sage lg&efs 2000; Li & Williams,
1991; Pease & Goodglass, 1978; Stimley & Noll, 1991; Wilshire #&g 2005) and
previous reports of phonemic cueing using control participardddsbn, 1999; Nicholas,
Obler, Albert & Goodglass, 1985). Also, as predicted, aorrect cue was detrimental to
performance both in terms of longer RTs and increasedrates following the pattern
seen in Jefferies et al. (submitted). The error rdtennprovided with a neutral beep
matched that of Experiment 1 when no cue was given (.22ané&xperiment 2 and 1
respectively). This pattern of results supports the ctintethat the tempo naming task
provides an experimental model of the naming errors and behdoiod in semantically-

impaired stroke aphasic patients, especially at the enittlof the severity spectrum.

General Discussion

Using a new picture naming paradigm — tempo picture namiisgstidy
investigated semantic cognition in non-brain damaged contriotipants. The tempo
naming paradigm not only increased the error rate in naramdtols but matched the error
patterns seen in semantically-impaired patients bibidera standard deadline naming task.

Four main findings mimicked the important aspects of thieptat behaviour, providing
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crucial support for tempo picture naming as an experimemtde!l of patient behaviour.
The critical findings here are: (1) the procedure induces rag&rand omission errors but
not phonologically related errors (as per our original mobwafor these studies — see
Introduction); (2) the distribution of errors across domairg@/nonliving) was similar in
the controls to that reported in patients; (3) the terapbrique seems to reduce semantic
control/controlled speech production; and (4) this lossofrol is regained if a correct
phonemic cue is provided yet augmented if an incorrect phonologieas given. These
features make the normal controls’ performance closer teappatients with multi-modal
semantic impairments (semantic aphasia for short) tBapafients (Jefferies & Lambon
Ralph, 2006; Jefferies et al., submitted). These findingsliacussed below.

Experiment 1 showed that, like SD patients and semarti@sappatients, the
normal participants had differential responses to livingraardiving stimuli. As predicted
from computational models of semantic representation (Regels 2004), errors made to
living things tend to be semantic superordinates or coate and errors made to non-
living targets tend to be omissions. Rogers et al. weretaldhow that this difference in
error type is due to the organisation of semantic mentighyg things tend to be more
tightly clustered in semantic space compared to non-litemgs. When these semantic
representations degrade in SD, the tightly packed repedsest are more likely to be
confused with each other, leading to the production of cooedorasuperordinate semantic
errors. In contrast, although the representations for noglitems also break down, their
relative isolation within semantic space means thaetisdess opportunity for confusion
with other concepts and so omission errors are the most bkétome.

Consistent with semantic aphasia (and unlike SD patidr@g)ormal controls
produced some associative errors. These errors break theatagury boundaries but

bear some relationship to the target, for example, producingtctor the target item
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rabbit. The exact mechanisms for this type of error remaiteanbut their absence in SD
patients and presence in semantic aphasia on namingatasks controls under speeded
conditions suggest they too result from reduced semantiotontr

How does the tempo paradigm reduce control and increaseaes? Two
possibilities include a change in the speed-accuracy tradedfr a reduction in general
attention-executive resources due to the dual-paradigm naturetefitpe procedure. An
explanation simply in terms of speed-accuracy trade-offiséess likely because one
would expect the error rates and types to be the sathessproduced on the deadline
naming task in Experiment 1. An explanation in terms wafléid attention-executive
processing seems more likely; in this task not only arécjgants required to name
pictures quickly but they are also encouraged to maintapeeific tempo. Attending to
and maintaining the tempo will divert attention-executesources away from the stages
underpinning speech production — thereby making them more error groaeett, this
notion would explain why normal participants under tempo naromglitions begin to
mimic the semantic aphasia patients who have demonsaiaition-executive deficits as
a part of their semantic profile(Jefferies & Lambon Raji)6). This explanation fits with
the wider idea explored by Jefferies and Lambon Ralph, lyathat semantic cognition
requires a combination of semantic representations arahsiensontrol in order to produce
context and time-appropriate behaviours. Each of thesaatitee components can be
impaired in different patients groups (e.g., semantic démgs. semantic aphasia). The
key idea, then, is that normal semantic processing ismdingin terms of attention-
executive processes and thus when these are called upohwiteasecond, concurrent
process (maintaining a tempo) then there is a dangenthdficient executive resources

will be devoted to semantic cognition.
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The second experiment combined phonemic cues with the tempegi@aming
paradigm. Errors increased with an incorrect cue and redvoexl participants were
provided with the correct initial cue. This follows patteseen in semantic aphasia but not
SD (Jefferies & Lambon Ralph, 2006; Jefferies et abpstied). Further, Jefferies et al.
reported that their semantic aphasic patients produceel seanantic errors in the incorrect
cue condition, a pattern that was also repeated heiferigkeand Lambon Ralph (2006)
linked the difficulties in naming observed in their sen@aphasic patients to a deficit in
semantic control; the patients’ naming accuracy correlated with measuresexiutive
function and was improved with the provision of a correct phoneogavhich reduces the
need for intrinsic control in the speech production system.

Like Jefferies and Lambon Ralph (2006), we propose thadsgc control is
mediated by an executive system, external to the sensystem itself, which regulates or
helps to bias the activation of posterior representationsder to produce context
appropriate behaviour (For a computational instantiationi@igggneral idea, see: Braver,
Cohen & Barch, 2002). As argued above, semantic controlexamie damaged in
neurological patients or compromised in dual-paradigm situasiocts as those found in
tempo naming. Specifically for naming, damaged or compronsisetntic control should
produce three key deficits: (a) participants will be lessylit@activate the appropriate
information for the task at hand — resulting in semantmrem@nd omission errors, when
they cannot resolve one concept over another due to insufficismdyi@b) participants
will be slowed down even for correct naming because with efficiency it takes longer to
settle on the target; and (c) in an interactive speech prodwststem, cueing and miscuing
act like external constraints on the poorly controllesteay. Thus with the correct cue it is
easier (speed) and more likely (accuracy) to settle ooaitrect target - while the miscue

will actively pull participants away from the correctget.
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The focus of this study has been on methods to elicitr#@m@aming errors in
normal participants and comparing this experimental modéktoelevant patient groups.
The results also have implications for models of speech produ¥e finish, therefore,
with a short note on this topic, particularly in relattordiscrete (e.g., Levelt, 2001; Levelt,
Roelofs & Meyer, 1999) vs. interactive (e.g., Dell et 8097; Schwartz et al., 2006)
accounts of speech production. The data point towards aadtitersystem. The
phonemic cueing (both correct and incorrect) influenced seteatithe lexical level: there
was a reduction in errors and RTs in the correct cue condar@han increase in errors
(particularly semantic) and RTs in the miscue conditiona dliscrete model, activation at
the phonological level should not be able to influence selectitire dexical level: in the
Levelt two-stage model semantic competition takes placesadolved at the lemma level
which is, by definition, non-phonological. As such, an inect phonological cue should
not direct selection away from the target. In an imt&ra model, partial activation at the
phonological level would reverberate back to the lexical lamdlassist in resolving any
lexical competition. These results support those propedath argue that semantics and
phonology interact and are the primary basis of speech proddctioibon Ralph et al.,

2000; Schwartz et al., 2006).
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Table 1. Mean proportion errors for significant 2-wayratéons.
Error Type
Semantic Omission Other Total
Task
Tempo A2 .07 .01 .20
Deadline .10 .06 .02 .18
Total 22 13 .03
Speed
Baseline .09 .05 .01 15
Medium 10 .07 .02 19
Fast 14 .08 .01 .23
Total .33 19 .04
Category
Living .18 .08 .01 27
Nonliving .04 .06 .02 12
Total 22 14 .03
Speed
Baseline Medium Fast Total

Category
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Living
Nonliving

Total

.06

.04

.10

.09

.04

13

A1

.05

.16

28

.26

13
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Table 2. Mean proportion of errors for significant 2-wagiattions.

Error Type
Semantic Omission Other Total
Cue
Correct .04 .02 .02 .08
Incorrect .32 .07 14 .53
Neutral .10 .07 .05 22
Total 44 .16 21
Speed
Slow 12 .05 .04 21
Fast .18 .06 A1 .35
Total .30 A1 15
Speed
Slow Fast Total
Cue
Correct .02 .03 .05
Incorrect 12 .23 .35
Neutral .06 .08 14

Total .20 .34
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Figure legend

Figure 1. Sample trial from the tempo picture naming taskExperiment 1.
Figure 2. Mean RTs in relation to task type and speed.

Figure 3. Mean proportion error types in relation to tgpke and category.

Figure 4. Mean proportion error types in relation to qukspeed.
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Figure 2
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Figure 3
0.25 -
0.2 -
S
@
< 0.15 A
.g O semantic
§_ m omission
= O other
2 0.1
@
(]
=
0.05 -
0 _
deadline deadline
living nonliving




Semantic naming errors

Figure 4. Mean proportion error types in relation to cuesgpeed.
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Appendix 1: ltems in the 6 lists used in Experiment 1, indaddiat means for the values are given as well agteeall means and (SD) for
each category. T-test results showing the overall lidtaat differ are also provided. T-tests for the 6 sibwere also computed and the

sublists did not differ on the four measures.

Non-living Living

Freq Fam AoA Comp Freq Fam AoA Comp
List1
television 113 4.59 38.5 3.22 eye 127 4.50 44.5 3.48
umbrella 11 3.41 23.4 2.95 spider 4 3.09 25.1 3.15
tent 37 3.15 445 2.95 sheep 20 2.86 44.5 3.30
aeroplane 8 2.73 23.4 3.50 duck 4 2.59 22.1 3.05
pram 5 2.40 38.5 3.55 owl 3 2.18 38.5 3.70
trumpet 5 2.05 56.5 3.15 donkey 9 1.95 50.5 3.10

bellows 2 1.40 140.0 3.70 armadillo 0 1.45 140.0 4.15
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caravan
key
necklace
knife
microscope

Mean

List 2
vase
glass
pond
violin
guitar
plug
basket

bath

36
7 2.85 56.5 3.20 crab 4 2.55 505 3.75
70 4.68 234 2.05 cat 41 4.00 234 2.60
2 2.86 50.5 1.78 pear 2 3.23 44.5 1.20
35 4.82 23.4 1.95 apple 18 4.48 22.1 1.75
6 2.65 140.0 2.95 cactus 2 2.70 115.0 2.15
25.08 3.13 54.88 291 19.50 2.96 51.72 2.95
4 2.50 62.5 3.40 fairy 11 2.30 62.5 3.00
125 4.45 44.5 1.95 arm 104 4.73 38.5 1.80
14 3.60 44.5 4.05 fly 17 3.23 56.5 3.55
4 2.14 62.5 3.75 leopard 7 2.00 68.5 3.80
6 3.00 62.5 3.10 ant 4 2.75 62.5 3.70
6 3.59 68.5 2.50 whale 6 3.15 56.5 2.85
18 2.27 38.5 3.85 fox 10 2.50 38.5 4.02
44 4.65 234 3.10 dog 69 4.05 221 2.70



Semantic naming errors

scissors
mitten
sword
ruler

Mean

List 3

pan

bottle
helicopter
ship
telescope
Peg

flute
ladder

shoe

4 3.91 23.4 2.20
o] 2.36 114.5 2.35
13 2.55 50.5 1.75
8 3.82 62.5 2.40

20.50 3.24 54.82 2.87
22 4.70 44.5 2.05
82 4.41 38.5 1.40
11 2.00 23.4 4.20
44 3.35 56.5 3.35

6 2.55 92.5 2.10
4 3.35 44.5 2.40
2 191 92.5 4.15
13 2.64 25.1 2.55
14 4.68 22.1 3.20

leaf
nut
lemon

tomato

thumb
foot
elephant
king

nun
ladybird
peacock
squirrel

tree

37
15 3.41 25.1 2.75
7 2.23 115.0 2.05
13 2.95 445 1.30
7 3.64 68.5 1.98
22.50 3.08 54.89 2.79
22 4.64 38.5 2.40
98 4.59 38.5 1.85
12 2.20 23.4 4.12
89 3.00 56.5 3.70
5 2.40 103.0 2.80
0 3.00 38.5 2.35
3 1.91 92.5 4.25
4 2.55 25.1 2.75
72 4.50 22.1 3.45
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glasses
glove
cymbals

Mean

List 4

skirt

ball
scarecrow
arrow
barrel
diamond
trousers
train

web

flask

32 3.82 23.4 2.60
5 2.91 44.5 2.70
1 2.40 140.0 4.25
19.67 3.23 53.96 2.91
20 3.55 56.5 3.15
93 3.36 23.4 2.25
1 2.15 44.5 4.30
8 3.27 62.5 1.60
14 2.14 74.5 3.05
8 1.65 86.5 3.10
28 4.90 25.1 2.30
68 3.64 25.1 3.45
6 3.15 50.5 3.80
4 3.05 102.5 2.55

38

flower 27 3.27 221 2.80
strawberry 3 2.77 445 2.55
celery 3 2.50 140.0 4.25
28.17 3.11 53.72 3.10

hen 6 3.20 50.5 2.90

fish 80 3.09 221 2.95
mermaid 1 2.05 50.5 4.35

nail (finger) 0 3.15 56.5 1.85
camel 8 1.73 68.5 3.00
deer 6 1.73 86.5 3.35
finger 48 4.68 23.4 2.35

cow 22 3.18 23.4 3.85
grapes 8 3.00 56.5 3.35
peach 3 3.01 103.0 2.55
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fork
lamp

Mean

List5
torch
cloud
hammer
whistle
castle
cannon
slide
bed
sledge
fridge

tights

12 4.55 23.4 2.20
21 3.73 74.5 1.90
23.58 3.26 54.08 2.80
9 3.45 56.5 2.65
30 4.05 56.5 1.15
9 2.82 25.1 2.55

8 2.45 50.5 2.30
24 3.45 38.5 3.45
3 1.64 1145 3.70

9 2.90 22.1 3.95
244 4.86 22.1 2.45
1 1.82 86.5 3.05

4 4.48 56.5 2.40
4 3.70 74.5 3.50

39

carrot 3 4.23 25.1 2.65
potato 11 3.91 74.5 2.20

16.33 3.08 53.38 2.95
bat 9 3.05 56.5 3.20
lips 61 4.67 50.5 1.55
rabbit 11 2.81 221 2.65
snail 3 2.45 44.5 2.70
queen 50 3.05 44.5 3.90
ostrich 2 141 103.0 3.15
butterfly 5 2.73 23.4 4.05
hand 440 4.59 234 2.80
pumpkin 2 1.77 74.5 2.60
onion 9 3.95 68.5 2.85
mushroom 5 3.20 62.5 3.12
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y0-yo 0 2.15 74.5 2.95 pineapple 2 2.36 74.5 3.60
Mean 28.75 3.15 56.48 2.84 49.92 3.00 53.99 3.01
List 6
pen 19 4.64 44.5 2.45 ear 42 4.59 44.5 2.85
van 54 3.65 50.5 3.60 nurse 31 3.70 50.5 4.30
waistcoat 3 3.23 86.5 2.80 beetle 5 2.95 86.5 3.05
tractor 7 2.80 23.4 3.60 mouse 8 2.59 23.4 3.00
drum 7 2.41 50.5 2.65 goat 12 2.00 56.5 2.80
kite 3 2.14 38.5 2.70 penguin 4 1.86 38.5 2.60
windmill 7 1.59 50.5 4.60 tiger 4 1.77 44.5 4.35
pencil 15 4.0 38.5 2.05 leg 63 4.73 38.5 2.15
watch 37 4.27 38.5 2.95 orange 27 3.37 38.5 2.12
scales 9 3.20 86.5 3.10 lettuce 6 2.82 74.5 3.15

screwdriver 0 2.73 68.5 1.90 cherry 6 2.43 74.5 1.60
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screw 7 277 80.5 2.90 acorn 1 2.50 86.5 2.95
Mean 14.00 3.12 54.74 2.94 17.42 2.94 54.72 2.91
Overall mean 21.93 3.19 54.83 2.88 25.64 3.03 53.74 2.95
(SD) (39.98) (0.94) (29.46) (0.75) (56.87) (0.92) (28.42) (0.77)
t(142) = -0.46 1.02 0.22 -0.57

p= .64 31 .82 57

Freq = frequency; Fam = familiarity; AOA = age-of-acdios; Comp = visual complexity.

All measures were obtained from (Morrison et al., 1997).
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Appendix 2: ltems and the cues used in Experiment 2.

Target Correct cue Incorrect cue
apple a p
arm a I
bicycle b Kk
brush b k
bus b k
butterfly b m
car k b
cat k d
caterpillar k b
chair ch t
cloud k S
coat k h
comb k b
cow k b
cup k m
desk d ch
dog d k
door d w
dress d k
ear ee n
envelope e I

eye i n
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finger
flower
foot
goat
hand
hat
horse
jumper
knife
leg
lemon
lion
mitten
moon
mouse
needle
nose
orange
pear
rabbit
screw
screwdriver
seal
sheep

shirt

sh

sh

43

th
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skirt
snalil
sock
spider
spoon
sun
swan
table
television
thumb
tiger
trumpet

vase

44




